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Abstract
This paper presents the VRAIN-UPV MLLP’s speech synthesis
system for the SH1 task of the Blizzard Challenge 2021. The
SH1 task consisted in building a Spanish text-to-speech system
trained on (but not limited to) the corpus released by the Bliz-
zard Challenge 2021 organization. It included 5 hours of studio-
quality recordings from a native Spanish female speaker. In
our case, this dataset was solely used to build a two-stage neu-
ral text-to-speech pipeline composed of a non-autoregressive
acoustic model with explicit duration modeling and a HiFi-
GAN neural vocoder. Our team is identified as J in the eval-
uation results. Our system obtained very good results in the
subjective evaluation tests. Only one system among other 11
participants achieved better naturalness than ours. Concretely,
it achieved a naturalness MOS of 3.61 compared to 4.21 for real
samples.
Index Terms: text-to-speech, Blizzard Challenge, HiFi-GAN

1. Introduction
The text-to-speech (TTS) field has witnessed a rapid progress
over the recent years. Particularly, deep learning based end-to-
end approaches [1, 2, 3, 4, 5, 6, 7] have gained popularity as they
have shown to bring improved naturalness and speech quality
while significantly simplifying the TTS training pipeline. This
is not without saying that conventional speech synthesis meth-
ods, like concatenative [8, 9] or statistical parametric speech
synthesis (SPSS) [10] are still used in many applications due to
their advantages in robustness and efficiency.

With the text-to-speech field gaining momentum, the re-
search community lacks of proper automatic metrics and also of
well-accepted test beds and methodologies to evaluate speech
naturalness, as opposed to other natural language process-
ing fields like ASR (Automatic Speech Recognition) or MT
(Machine Translation). Subjective listening tests adopting ei-
ther the MUltiple Stimuli with Hidden Reference and Anchor
(MUSHRA) methodology or mean opinion score (MOS) ratings
have become the de facto standard to assess and compare the
speech naturalness of TTS systems. A/B testing is also widely
used when directly comparing two alternative methods. To draw
solid conclusions from the subjective evaluations, these should
include samples from all the considered models, and the mod-
els should be trained under similar conditions. This implies a
significant effort, both in terms of research work and also com-
putationally speaking. Also, recruiting human participants for
carrying out the subjective evaluations is not always accessible
(or affordable), especially for smaller teams.

The Blizzard Challenge, organized annually since 2005, has
the purpose of better understanding and comparing different
text-to-speech technologies applied to the same provided train-
ing dataset. Since its inception, renowned IT companies and

institutions involved in text-to-speech research have been par-
ticipating in the different editions. In this year’s challenge, the
task SH1 consisted of building a Spanish system from about 5
hours of studio-quality recordings from a native female speaker.
The organization allowed to further include up to a total of 100
hours of speech recordings from other sources for training the
text-to-speech models.

Our proposed system is composed of a non-autoregressive
neural acoustic model with explicit duration modeling and a
GAN-based1 neural vocoder. The acoustic model was ini-
tially developed from ForwardTacotron2, to which we intro-
duced several modifications based on different recently pub-
lished works. The acoustic model takes the phoneme sequence
as inputs and generates an intermediate speech representation
(mel-spectrogram), which can be seen as a lossy compressed
version of the audio signal. Then, the vocoder model is respon-
sible of reconstructing the final speech waveform conditioned
on the mel-spectrograms. For the vocoder model, we used a
public implementation of HiFi-GAN [11], which is capable of
producing high speech audio quality significantly faster than
real-time both on GPU and CPU. Both models are described
in detail in Sections 4 and 5, respectively.

To summarize, the rest of the paper is organized as follows.
First, the data processing and the different tools used for this
purpose are detailed in Section 2. Then, the proposed forced-
aligner autoencoder model used to extract phoneme durations
is presented in Section 3. The acoustic TTS model architec-
ture is described in detail in Section 4. Section 5 introduces the
GAN-based vocoder model used in this work. The results of
the subjective evaluation test are given in detail and discussed
in Section 6. Finally, some conclusions are drawn in Section 7.

2. Data processing
This year, the organization provided participants with about 5
hours of studio-quality recordings (after triming leading and
trailing silence) from a native Spanish female speaker and their
corresponding transcriptions. The audio samples were provided
in 48kHz, PCM 16-bit format. Table 1 describes in detail the
dataset released for the Blizzard Challenge 2021. As mentioned
above, the total duration of the recordings was computed after
triming leading and trailing silence from all samples.

Table 1: Blizzard Challenge 2021 dataset

Set Samples Number of words Duration (hours)
SH1 4920 50.0 K 5.2
SS1 10 0.1 K <0.1

1GAN: Generative Adversarial Network
2https://github.com/as-ideas/ForwardTacotron

https://github.com/as-ideas/ForwardTacotron


The text preprocessing procedure was carried out as fol-
lows. First, we normalized the text transcriptions (lowercasing,
removed special characters, etc.) and extracted phoneme se-
quences from the normalized texts using the well-known open-
source speech synthesizer tool eSpeak3, which includes a pre-
defined set of grapheme-to-phoneme (G2P) conversion rules for
many languages (including Spanish). The use of phoneme in-
stead of grapheme sequences as inputs to the acoustic model
has probably just a minor effect (if any) in phonetically simpler
languages (e.g. Spanish, Italian or Portuguese, among others).
On the contrary, it can be certainly useful for phonetically more
complex languages (e.g. English), as it relieves the acoustic
model from the task of inferring all the different pronunciation
rules from the training data.

Regarding the audio processing, we first resampled all the
audio recordings to 22kHz and trimmed leading and trailing si-
lence. Then, we extracted 100 bin log magnitude Mel-scale
spectrograms with Hann windowing, 50ms window length,
12.5ms hop size and 1024 point Fourier transform. The spec-
trograms were finally min-max normalized to lay within the
[0.0, 4.0] range.

Last, phoneme durations were extracted by training a sepa-
rate forced-aligner autoencoder model on the same dataset. This
model is described next in Section 3.

3. Forced-aligner autoencoder model
Similarly to other non-attentive text-to-speech models with ex-
plicit duration modeling [5, 6, 12, 13, 7], our TTS acoustic
model requires of pre-existing phoneme durations (in frames)
which are learnt during training. To extract phoneme durations,
a monotonic phoneme to frame alignment must be extracted
from a separate model. Usually, this is achieved by training an
attention-based TTS model on the same data (Tacotron, Trans-
former TTS [14], etc.) or by using an external forced alignment
tool with pre-trained models like Montreal Forced Aligner [15].
The former has been found to provide slightly more convenient
alignments as the aligner model is trained on the same text-to-
speech regression task as the acoustic model, as opposed to a
pure classification task.

Nevertheless, under suboptimal conditions (inaccurate tran-
scriptions, noisy recordings, small datasets, etc.) the training
convergence of attention-based TTS models is not guaranteed,
particularly when the attention mechanism does not constrain
the alignments to be monotonic [16, 17]. Also, the training of
the attention-based model is often computationally more expen-
sive than training the final TTS acoustic model.

For these reasons, and inspired by Axel Springer Ideas
Engineering’s DeepForcedAligner4, we developed a forced-
aligner autoencoder model that makes use of an auxiliar con-
nectionist temporal classification (CTC) loss [18] to find the
alignments between the spectrogram frames and the phoneme
sequences. This model is to be trained on the same speech data
as the TTS model. Also, the autoencoder framework is able
to refine the CTC (or pure speech recognition) alignments and
make them more suitable for the TTS task. Last but not least,
the forced-aligner model provides enhanced robustness and sig-
nificantly faster convergence than attention-based TTS models.

Figure 1 shows an overview of the proposed forced-aligner
model. It is composed of two interconnected modules follow-
ing an autoencoder framework, which are trained end-to-end

3http://espeak.sourceforge.net
4https://github.com/as-ideas/DeepForcedAligner

Figure 1: Forced-aligner autoencoder architecture overview.

with the help of an auxiliar CTC loss. The speech-to-text (STT)
encoder module is a simple speech recognition model. The
input spectrogram frames are passed through a stack of 5 1-
D convolutional layers, followed by batch normalization and
ReLU activations. The output of the last convolution layer is
then processed by a single-layer bi-directional LSTM, followed
by a final linear projection layer with softmax activations. An
auxiliar CTC loss computed over the ground-truth phoneme se-
quences is used on the softmax outputs to help the convergence
of the STT module. Then, a simple text-to-speech (TTS) mod-
ule plays the decoder role of the autoencoder framework. This
module takes the STT softmax outputs (phoneme class proba-
bilities) as inputs, and aims to reconstruct the original spectro-
gram frames. It is composed of 2 bi-directional LSTM layers
followed by a linear projection to the spectrogram dimension.
The mean absolute error (MAE) between the ground-truth and
the generated spectrograms is backpropagated through the en-
tire autoencoder model helping refining the STT alignments for
the text-to-speech task.

To extract phoneme durations, we discard the decoder
(TTS) module and use the speech-to-text encoder to calcu-
late phoneme posteriors. Then, we use Dijkstra’s algorithm to
find the most likely monotonic path through the sequence of
phoneme probabilities.

4. Acoustic model
Recently, autoregressive neural TTS models have shown state-
of-the-art performance in terms of enhanced speech natural-
ness [3, 14]. Despite the high synthesis quality of these mod-
els, they generally show a lack of robustness at inference time,
particularly when the attention mechanism does not constrain
the alignments to be monotonic. Attention failures cause mis-
pronounciation, skipping or repeating words, and even totally
unintelligible speech when the attention mechanism collapses.

To overcome such limitations, non-autoregressive parallel
TTS models with explicit duration modeling have been pro-
posed [13, 12] with similar success. These models do not only
solve the undesired attention failures, but are also significantly
faster than their autoregressive counterparts.

The proposed model was initially based on Forward-
Tacotron5, an open-source non-autoregressive variant of
Tacotron [1] inspired on parallel TTS models like Fast-
Speech [5] or DurIAN [6]. The original architecture was com-
posed of two PreNet bottleneck layers, a CBHG encoder [1], a

5https://github.com/as-ideas/ForwardTacotron
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Figure 2: Proposed TTS acoustic model architecture. Dashed
lines are training-only connections.

variance duration predictor similar to [5], a 2-layer Bi-LSTM
decoder and a convolutional residual PostNet as in [3]. How-
ever, following more recent works, we have introduced several
modifications to this original architecture. The final modified
architecture is depicted in Figure 2, and the introduced modifi-
cations are described in detail next.

First, we replaced the encoder module with the simplified
architecture proposed in Tacotron-2 [3] shown at the bottom
of Figure 2. The encoder module consists of learned 512-
dimensional phoneme embeddings that are passed through a
stack of three 1-D convolutional layers, followed by batch nor-
malization and ReLU activations. The output of the last convo-
lutional layer is processed by a single bidirectional LSTM layer
to generate the encoder hidden states. These states are later
expanded attending to phoneme durations and consumed by a
decoder to generate the spectrogram frames.

Second, we replaced the vanilla upsampling through rep-
etition (also known as length regulator module) in favor of
the Gaussian upsampling approach recently proposed in [13],
which has been shown to improve speech naturalness. After
the upsampling, we also add Transformer-style sinusoidal posi-
tional embeddings of a frame position with respect to the current
phoneme as in [19]. We also discarded the recurrent layer of the
variance predictor module as we empirically found improved
robustness on phoneme duration predictions, in line with [5].

Finally, we discarded the convolutional residual PostNet
as we found it not to bring any noticeable improvements on
the spectrogram reconstruction task when using a bi-directional
LSTM decoder.

The text-to-spectrogram models are trained using a combi-
nation of theL1 loss and the structural similarity index measure
(SSIM) between the predicted and the target spectrograms, and
Hubber loss for logarithmic duration prediction [20].

5. Vocoder model
The public HiFi-GAN implementation6 is used for reconstruct-
ing the audio waveform conditioned on the generated spectro-
grams. We choose the HiFi-GAN V1 (hu = 512), which is
the larger HiFi-GAN model proposed in the original paper and
brings the better audio quality compared to the reduced V2 and
V3 models [11]. It was trained only on the audio recordings

6https://github.com/jik876/hifi-gan

Table 2: Subjective evaluation sections

Section Aspect Metric
Sections 1 and 2 Speaker similarity MOS (1-5)
Sections 3 and 4 Naturalness MOS (1-5)
Section 5 (Sharvard) Intelligibility WER %
Section 6 (SUS) Intelligibility WER %

provided by the organization. The training procedure comprises
two steps. Initially, the vocoder model is trained on the ex-
tracted ground-truth spectrograms for 500K steps. Then, after
the acoustic model is trained, ground-truth aligned (GTA) spec-
trograms are generated for the training dataset and the HiFi-
GAN model is fine-tuned on the acoustic model outputs for an
additional 100K steps, which helps reducing the artifacts in-
duced by the missmatch between the vocoder training and in-
ference conditions and brings slightly better audio quality for
the TTS task.

6. Subjective results
A total of 12 participating teams submitted their generated test
samples to be evaluated in the subjective listening test. Ta-
ble 2 describes the different aspects considered for the subjec-
tive evaluation test. Our system was assigned the letter J, while
R corresponds to the original audio recordings.

The listeners participating in the subjective test could be
divided into three different groups:

• SP: Paid participants (native speakers of Spanish)

• SE: Volunteer speech experts (self-identified as such)

• SR: Rest of volunteers

6.1. Naturalness

In the speech naturalness test (sections 3 and 4), listeners lis-
tened to one sample and chose a score which represented how
natural or unnatural the sentence sounded on a scale of 1 (com-
pletely unnatural) to 5 (completely natural). Building sys-
tems that can achieve a high degree of naturalness is probably
the most challenging task when it comes to generate synthetic
speech, and thus the speech naturalness MOS has become the
main metric to evaluate speech synthesis quality over the last
few years.

The boxplot evaluation results of all systems on speech nat-
uralness from all listeners is showed in Figure 3. In this case,
system F performed clearly better than other systems. Our sys-
tem was scored with a naturalness MOS of 3.61 in terms of
speech naturalness, while the real recordings were scored with
4.21. As can bee seen in Figure 3, our system performance is
comparable to that of systems K, G and I, all of them ranked in a
second position just after system F. We believe this result is very
positive, especially when considering our system was trained
with a limited amount of data (∼5 hours) to what is common in
two-stage neural TTS pipelines (20 hours or more) [21, 22].

6.2. Speaker similarity

In the speaker similarity test (sections 1 and 2), listeners could
play 2 reference samples of the original speaker and one syn-
thetic sample. They chose a response that represented how sim-
ilar the synthetic voice sounded to the voice in the reference
samples on a scale from 1 (sounds like a totally different per-
son) to 5 (sounds like exactly the same person).

https://github.com/jik876/hifi-gan


Figure 3: Naturalness MOS for all participants (all listeners)

Figure 4: Speaker similarity scores for all participants (all lis-
teners)

Figure 5: Intelligibility Word Error Rates (WER) for the Shar-
vard intelligibility test

The boxplot evaluation results of all systems on speaker
similarity from all listeners is showed in Figure 4. System F,
K and I performed better than other systems. Despite the fact
that our system (J) was only trained with the data provided by
the Blizzard Challenge 2021 organizers, it was scored with a
speaker similarity MOS of 3.29 compared to 4.07 from the orig-
inal recordings (R).

6.3. Intelligibility test

Finally, an intelligibility test was carried out in sections 5 and
6. The goal of this test was just to determine whether or not
the synthetic speech was understandable. Listeners heard one
utterance in each part and typed in what they heard. Listen-
ers were allowed to listen to each sentence only once. The
sentences were specially designed to test the intelligibility of
the synthetic speech: the sentences and the reference natural
recordings for section 5 came from the Sharvard corpus, while
the SUS for section 6 were kindly provided by TALP-UPC and
Aholab-EHU research laboratories.

Figure 5 shows the Word Error Rates (WER) of all teams
for the Sharvard intelligibility test, where our system achieved
the lowest transcription error (3.0%). This result emphasizes
the good performance of our model regarding word pronuncia-
tion even though it was trained with a limited amount of speech
data. Figure 6 shows the WER for the SUS intelligibility test,
where our system performs similarly to the best performing sys-
tems.

7. Conclusions
In this work we have presented our proposed two-stage neural
text-to-speech system for the Blizzard Challenge 2021. Both
the acoustic and the vocoder models were trained using only the
data provided by the organization (close to 5 hours of studio-
quality recordings from a Spanish female native speaker). In
the subjective listening tests, our system (identified as J) per-
formance in terms of speech naturalness MOS was ranked in



Figure 6: Intelligibility Word Error Rates (WER) for the SUS
intelligibility test

second position along with 3 other systems.
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