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Abstract 

This paper reports the I2R’s submission to the Blizzard 
Challenge 2008. This is our first participation in Blizzard 
Challenge. In this paper, we describe the approach that we 
used to build the three required voices. We introduced the 
acoustic parameters that include MFCC coefficients as 
spectral parameters in addition to the prosodic parameters for 
unit selection based speech synthesis. We used regression tree 
approach to predict the acoustic parameters. The evaluation 
results show that our approach works well for English speech 
synthesis. The approach has also shown good performance in 
keeping the speaker characteristics of the speech database in 
Mandarin speech synthesis. 
 
Index Terms: speech synthesis, unit selection, spectral and 
prosodic parameters, parameter prediction 

1. Introduction 

Blizzard Challenge [1] provides a good way to evaluate 
different speech synthesis methods on the same datasets. In 
this year’s Blizzard Challenge, two databases are provided to 
the participants. The first database is a British English 
database, and the second one is a Mandarin Chinese speech 
database. Each participant is asked to generate two English 
voices and one mandarin voice. The first English voice 
(Voice A) is generated with the full English database, while 
the second English voice (Voice B) should be generated with 
the ARCTIC subset of the English database. Participants are 
requested to use the same approach to generate the three 
voices. 

2. Overview of Our Approach 
 

The system of I2R adopted the unit selection based 
approach[2][3][4][5]. Unit selection approach to speech 
synthesis has been shown to be one of the best approaches 
currently.  In a unit selection based speech synthesis system, 
there is a large unit database which consists of many 
instances of the same unit as candidate units. The units in the 
database are designed to cover the variants of the unit as 
much as possible. During synthesis, a proper unit will be 
selected from all the candidates of the target unit. Finally the 
selected units are concatenated to form a speech utterance.  

To maintain the naturalness of the synthetic speech, 
prosody needs to be predicted for each unit. The prosody 
model predicts the prosodic parameters, which normally 
describe the pitch, duration and energy of speech units. These 
prosodic parameters are used as part of the criteria for unit 
selection.  

Besides the normally used prosody parameters, to make 
sure the selected units have good spectrum appropriateness in 
the synthetic speech, the spectrum information should also be 
taken into account in the synthesis process. In our work, we 
introduced MFCC coefficients as spectral parameters. By 
using MFCC coefficients, the target spectrum of units can be 
predicted using statistical models and be applied in unit 
selection process. We included both prosodic parameters and 
spectral parameters into our unit selection criteria, and used 
statistical model to predict the parameters.  

3. Speech Database Processing 

In this part, we explain how we generate unit labels and 
calculate speech features. 

3.1. Unit Labeling 

To build the unit database for the unit selection based 
synthesis, we first need to extract the unit, ie, identifying the 
start and end points of each unit in the speech utterances. In 
this work, the labeling of the phone-sized unit is done with 
HTK automatically. 39 dimensional MFCC feature is used for 
the training of the phone models. The frame size is 0.025 
second and the frame shift is 0.01 second. Three states are 
defined for each context independent HMM model for each 
phone. The phone models are first trained with the speech 
corpus. Unit boundaries are then obtained by force alignment 
of speech with its phonetic sequence. The MFCC features that 
are used for the alignment will further be used in the later 
stage of the unit selection based synthesis process. 

3.2. F0 Calculation 

F0 feature is one of the most important features of prosody of 
speech. In this work, F0 of speech utterance is calculated with 
the Praat software [6]. Same as MFCC, we use a frame size of 
0.01 second. The F0 values of every 0.01 second interval are 
calculated. For unvoiced part, interpolation is done to give a 
none-zero F0 value for each interval. Then we apply a simple 



smoothing process to this F0 sequence. The smoothing is 
done with moving average represented with the following 
formula: 
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where ip is the F0 value of the i-th frame. 

3.3. Unit Filtering 

Although the speech corpus is carefully designed and 
recorded, it is inevitable that some speech units may sound 
not as good as other units. It is expected that these unit should 
be excluded in the speech synthesis process. To filter out 
these units, we have done a speech recognition process to 
recognize the speech segments of the unit obtained from 
forced alignment. The units that are not on the top positions 
of the recognition result are marked and would be excluded 
from the speech synthesis process.  

3.4. The databases 

English Database: The English speech corpus in Blizzard 
challenge is a British English corpus that is provided by 
University of Edinburgh. The released part of the corpus 
consists of 15 hours speech in 9,509 utterances, which cover 
children stories, isolated words, emphasis carrying sentences, 
news articles, etc[7][8]. The corpus was designed to cover the 
variants of diphone as much as possible. The corpus comes 
with transcriptions, which are contained in files of festival 
utterance format. The RP phone set [9] is used to define the 
pronunciations of the utterances. There are 50 different 
phonemes in the corpus.  

Mandarin Database: The mandarin speech corpus 
consists of about 5 hours’ speech in 4500 utterances. The text 
transcription of the corpus comes from news corpus. The 
corpus was designed to cover variants of Chinese 
pronunciations. We defined 43 different phonemes for our 
task. 

4. Prosody Model 

In this part, we describe how the prosody model of the speech 
synthesis system is built. As we have included MFCCs into 
the parameter set, it may be more proper to use the name 
acoustic parameters rather than prosodic parameters. 

4.1. The Acoustic Parameters 

The acoustic parameters we define here are used as criteria 
for selecting the best units.  Normally, the parameters are 
prosodic parameters that describe pitch and duration of unit. 
However, the use of prosody alone does not take into account 
the spectral mismatches. To better describe the unit for unit 
selection, we include both spectral parameters and prosodic 
parameters in our models. In this work, we use MFCC as our 

parameters to represent spectral information. The 13 
dimensional basic MFCC coefficients, delta MFCC and delta- 
delta MFCC form a 39-dimensional vector.  

We use phone as the basic synthesis unit. The speech 
signal of each unit is separated into 3 segments, each 
corresponding to one of 3 HMM states in forced alignment. 
We use mean values of MFCC vectors for each speech 
segment to represent the spectral information of the HMM 
state. For prosodic parameters, we only consider mean value 
of F0 and duration for each HMM state. Therefore, the 39 
MFCC coefficients, the F0 and duration values together form 
a 41-dimensional vector for each state. For each unit, there 
are three vectors to represent the three states. 

 The acoustic parameters for each unit can be represented 
as the following: 

 ),,( 321 XXXX =  (2) 

where iX is a 41-dimensional vector for state i (i = 1, 2, 3). 

4.2. Linguistic Features 

The linguistic features are derived from input text. They are 
used for predicting the acoustic parameters. Due to the 
difference of language and the information availability, we 
defined different linguistic features for English and Chinese. 
 The English corpus comes with the utterance structure 
for each speech file. We define the features following those 
that are used in HTS system [10]. We derived the following 
linguistic features from the utterance files: 

• Context units: phone identities of the previous 2 and 
next 2 units. (4) 

• Syllable information: Stress, accent, length of the 
previous, current and next syllables. (9)  

• Syllable position information: syllable position in word 
and phrase, stressed syllable position in phrase, 
accented syllable position in phrase, distance from the 
stressed syllable, distance from the accented syllable, 
and name of the vowel in the syllable. (13) 

• Word information: length and part-of-speech of the 
previous word, current word and next word, position of 
the word in phrase. (12). 

• Phrase information: Lengths (in number of words and 
syllables) of previous phrase, current phrase and next 
phrase, position of the current phrase in major phrase, 
boundary tone of the current phase. (8) 

• Utterance information: Lengths in number of syllables, 
words and phrases. (3) 

Putting all the features together, we form an input 
linguistic feature vector of 53 elements for English. 

For Mandarin corpus, we defined less linguistic features 
as the components for calculating some features are not 
available. The features we used include: 



• Context units: phone identities of the previous 2 and 
next 2 units. (4) 

• Tone information: The tones of the current, previous 
and next syllables. (3)  

• Prosodic word information: Whether the syllable is the 
start or end position in prosodic word. (2) 

Altogether, we have a linguistic feature vector of 9 
elements for Mandarin. 

4.3. Acoustic Parameter Prediction 

The acoustic parameter prediction process calculates the 
parameters from the linguistic features. The prediction can be 
represented with the following formula: 
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where iy is the i-th parameter for  the unit, X is the linguistic 

feature vector for the unit. 

In this work, with the linguistic features being the 
predictors and the acoustic parameters (3 vectors for 3 states) 
being the responses, we build our models using CART [11] 
approach. Each parameter is predicted separately with a 
CART tree. This is different from the prediction of the vector 
in [12], where CART is used to predict a vector. We try to use 
individual trees to predict a more accurate value for each 
individual parameter.   

 Regression tree is used to model the parameters. Each 
acoustic parameter is predicted separately with an individual 
tree. For each parameter, a CART tree is first trained with the 
training data. Then it is tested with 10-fold cross-validation 
method on the training data to find the best sub-tree. Finally, 
the tree is pruned to the best sub-tree. In total, 123 trees are 
trained for the 3 vectors of a unit.  

For voice A (full database), the corpus consists of 9,509 
utterances. Without loss of generality, in our task, we only 
use part of them for our training. We selected 2,000 
utterances from different categories of the utterances. Among 
the units contained in the utterances, we randomly selected 
35,200 units as our training data.  For voice B, the databases 
consists of 35952 units, we use all of the data as our training 
data. For Mandarin voice, we selected 36000 units as our 
training data using the same procedure as voice A. 

5. Unit Selection 

We use unit selection approach as our synthesis method. In 
this part, we describe how we define the cost function. 

5.1. Cost Function 

The unit selection process is based on the cost function that 
consists of two parts (1) a target cost to measure the 
difference between the target unit and the candidate unit. (2) a 
join cost to measure the acoustic smoothness between the 
concatenated units. 

Our target cost further consists of two parts (1) the cost of 
acoustic parameters and (2) the cost of context linguistic 

features.  The target cost tc  is defined as the following: 

 tltltatat cwcwc +=  (4) 

where, tac  and tlc  are cost of acoustic parameters and cost 

of linguistic features, taw and tlw are the weights 

respectively. 

The reason why we use two cost components here is that 
each one of them alone is not sufficient to describe the target 
cost. The cost of linguistic feature is to ensure the general 
spectral and prosodic correctness of the candidate unit. 
However, due to the variations of speech, using this cost 
alone may easily leads to extreme cases (abnormal spectrum). 
The use of cost for acoustic parameter can avoid the selection 
of the extreme cases, because the statistical models favor the 
average values. However, the use of acoustic parameter alone 
is also not enough because the accuracy of prediction model 
is always limited. 

The cost of acoustic parameters tac is defined as the 

squared value of Mahalanobis distance [13] (i.e we did not 
take the square root in the following formula) between the 
target unit and the candidate unit is as the following: 
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where W is the covariance matrix, iU and iV  (i = 1, 2, 3) 

are predicted parameter vectors for target unit and the actual 
parameter vector for candidate unit. The reason why we use 
Mahalanobis distance is that it takes into account the 
correlations between the each element in the vector. 

The cost of context linguistic features tlc  is defined 

according to the difference between the features of the target 
unit and those of the candidate units. When the feature is 
different, a cost value is given. The total cost is the sum of all 
the costs for each individual features. In this function, we 
give higher cost value to the mismatch of important factors 
(e.g. the identities of immediate previous unit and immediate 
next unit, the accent of the unit, the stress of the unit, etc). 

Join cost jc  measures the mismatch between two units 

that will be concatenated. It is defined as the squared value of 
Mahalanobis distance between the vector of the end frame of 

the previous unit 1−iE  vector of the start frame of the current 

unit iS . 
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where W is the covariance matrix. 

The total cost c is calculated with the following function. 
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where n is number of units in the sequence, ct(i) is the target 
cost of unit i,  cj(i) is the join cost between unit i-1 and unit i, 

tw  and jw  are weights for target cost and join cost 

respectively. 
The best unit sequence is determined by searching for a 

best path among the candidate unit lattice to minimize the 
total cost of the selected sequence. Viterbi algorithm is used 
to find the best sequence. 

The weights in the cost function are manually tuned. To 
tune the weight to the system’s best performance, we selected 
20 testing sentences. Whenever there is a new setting for the 
weights, we synthesize the testing sentences to see whether 
the speech quality is improved. For the weights in Eq 4, we 

find that that best speech quality is achieved when taw and 

tlw   are given roughly the same value.  For the weights in Eq 

7, we also give tw  and jw roughly the same value. 

6. Evaluation Results 
 
The organizer of Blizzard Challenge 2008 has conducted 
online listening evaluation and released results. This is our 
first participation in the Blizzard Challenge. We are happy to 
see some encouraging aspects of our approach from the 
results. 
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Figure 1. MOS score for English voice A (All listeners) 

 
For English voice A, we achieved a mean MOS score of 

3.1 and the similarity score of 3.2.  Figure 1 shows the 

statistics of MOS score for voice A from all listeners’ 
feedback.  Our system is O in the Figure. From the figure, we 
can see that our system achieved a median score of 3. This 
shows that our method for English voice synthesis is 
successful. 
 

For Mandarin voice, we achieved a MOS score of 3.3 and 
the similarity score of 3.5. Our similarity score is the highest 
among all the Mandarin systems. Figure 2 shows the statistics 
of similarity score for Mandarin voice from all listeners’ 
feedback. From the figure, we can see that our system 
achieved a median score of 4 for similarity to original 
speaker. This shows that our method is able to keep the 
speaker characteristics very successfully. 
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Figure 2. Similarity score for Mandarin voice (All listeners) 

 

7. Discussion 
Our system showed good performance in the score of 
similarity to the original speaker in Mandarin speech 
synthesis. Although the exact reason is not fully investigated, 
we think the most likely reason is that we have included 
MFCC coefficients to characterize the spectral feature in unit 
selection process. 
 

We have also realized that we need to improve our system 
in a few aspects: 

(1) As we use fully automatic way to generate the unit 
label. There are some errors in the speech unit 
database, which affects the speech quality of some 
synthesized utterance. We need to further investigate 
how to remove the errors in the labeling. 

(2) The weights in the cost function are determined 
manually. The setting of the weights may be 
improved further by using some automatic approach. 

(3) We did not use a pre-classification process to select 
the unit candidate for unit selection. The speech 



synthesis process is a little slow now. We hope to 
improve it in future. 

8. Conclusions 
This paper described our speech synthesis approach for 
Blizzard Challenge 2008. We introduced the acoustic 
parameters that include MFCC coefficients as spectral 
parameters in addition to the prosodic parameters for unit 
selection based speech synthesis. We used regression tree 
approach to predict the acoustic parameters. The cost function 
was defined to use the cost of acoustic parameters as one of 
the components. The cost for acoustic parameters is defined 
as the Mahalanobis distance between the respective vectors. 
The evaluation results show that our approach works quite 
well for English speech synthesis. The approach has also 
shown good performance in keeping the speaker 
characteristics of the speech database in Mandarin speech 
synthesis. 
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